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Context
Artificial Intelligence (AI), often based on Machine Learning (ML) systems, is becoming per-
vasive with popular applications ranging from drug synthesis and tumor prediction to financial
market and climate forecasts to chatbots and deep fakes. Indeed, industries are trying to push
AI forward by marketing its ability to automate tasks, reduce human errors and prejudices. Nev-
ertheless, policymakers and society remain cautious about the inherent risks associated with ML
systems, especially those that may inadvertently contain biases introduced by their designers.
Beyond these ethical considerations, ML systems as any other digital systems are the target of
various attackers that are trying to manipulate the outputs of such systems for different purposes:
misinformation, extortion or fraud, to name a few.

Adversarial machine learning [3] is the field of study of attacks against ML systems, as well as
their defenses. A first type of attacks targets the privacy of data manipulated by ML systems and
is known as membership inference [8], which aim at inferring the presence of a specific sample
in the training set. Such attack can be generalized to the extraction of the whole training set.
Common defenses include differential privacy [6] and data deduplication [7]. Another class of
attacks tackles the integrity of the model: poisoning [2] aims at injecting enough forged samples
in the training set so that it triggers an undesired decision. Backdoors are usually crafted to
induce a specific malicious behaviour. Data deduplication has also been demonstrated to be
efficient against poisoning. Evasion [1] attacks specifically perturb malicious samples to induce
misclassification. Defending against evasion attacks is harder because the adversarial samples
that are generated are usually close to legitimate samples. However, in a black-box setting,
attackers need to generate many queries against the target model. There is thus a chance that
attackers get caught by stateful detectors generating too many similar requests [4].

However, defenses might unintentionally become vulnerabilities if they were not originally
designed to align with the specific conditions of their deployment environment. Indded, some of
the defenses outlined above may actually consider the ML system to protect in a vacuum, while
in reality, they are integral components of larger systems. [5]. It has been observed that other
components within the ML pipeline that interact with these defenses can potentially give rise
to side channels. These side channels represent unintentional pathways for information leakage,
that may leak private information with respect to the model, the training data, or even test
queries.

This project focuses on recreating selected attacks and developing strategies to mitigate them.

Activities
1. State of the art:
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• study a subset of adversarial attacks (e.g., evasion),

• survey defenses that thwart the selected attacks.

2. Experimentation:

• design a privacy attack as outlined by Debenedetti et al. [5]

• evaluate the performance of the proposed privacy attack.

• propose a contermeasure: either to thwart the attack or to strengthen the target
system.
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