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Context
Adversarial machine learning [2] is the field of study of attacks against ML systems, as well as
their defenses. A typical approach to generate adversarial examples is to specifically perturb
malicious samples to induce misclassification. This attack, known as evasion [1] is hard to
defend against because the adversarial samples that are generated are usually close to legitimate
samples. However, in a black-box setting, attackers need to generate many queries against the
target model [6].

At the feature space, that is when dealing with the samples as they are represented in the
machine learning model, many proposals were made to produce adversarial examples [2, 3, 5]
against neural networks in domains as diverse as images, texts, sounds, programs or files. In order
to counter them, the most effective measure seems to be adversarial training [4, 7]: simply put,
it consists in retraining the model with a training dataset augmented with the evasive samples.
Once retrained, models usually demonstrate increased robustness against adversarial examples.

However, perturbing malicious examples to make them evasive is not straightforward, if one
wishes to avoid unnecessarily generating samples that would result in detection. This may due
to insufficient perturbation of a sample. On the other hand, an over-perturbation may lead to
an evasive yet invalid sample [8]. Invalid samples are samples that are inconsistent with the
specifications or the semantics of its domain. In the network traffic domain, data are highly
heterogeneous making any uncalibrated perturbation unlikely to be realistic. Such phenomenon,
that we can call feature-problem space duality [9] is not specific to network traffic and has
been witnessed in the other sample domains. Although some methods to adaptively perturb
samples have been proposed [11], such transformations occur at the feature space and may not
completely satisfy all requirements of the problem space [9], which include, besides realism (also
known as plausibility), robustness to preprocessing, preservation of semantics, and restrictions
to only available transformations. The latter would allow to describe a complete chain from a
problem-space transformation of a (malicious) network traffic to its preprocessing and feature
extraction, ultimately leading to a model evasion in the feature space. While in the problem
space, the perturbed network traffic would eventually lead to a (successful) attack.

This project focuses on clarifying this chain for the specific problem of adversarial network
traffic.

Activities
1. State of the art:

• study existing perturbations for the network traffic domain,
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• compare existing representations for network traffic.

2. Formalization:

• formalize perturbations/transformations in the feature space,
• adapt this model to the network traffic domain,
• survey likely problem-space transformations and their impact on the feature space.

3. Experimentation:

• design an adaptive approach that binds the problem and feature spaces,
• evaluate its effectiveness on a well-known dataset [10],
• survey or propose metrics to assess the quality of the adversarial examples.
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