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1 Introduction

Recently, many efforts have been put into producing ever richer intrusion detection systems (IDS)
models, trained from very elaborated datasets. Yet the assessment of these IDSs is still a difficult
question despite the plethora of dos and don’ts guidelines coming from the more mature domain
of image processing [LTRS21], and more specialized domain of cybersecurity [AQP*22]. This task
remains difficult and lead to results that are even hard to interpret, reproduce and compare. This
project aims to design and develop a method and a toolbox so that assessing IDSs become a matter
of configuring rather than coding.

2 Proposed work plan

e Review of the literature on IDS evaluation, known issues and dataset improvements approaches.

e Identification of the selected approach and priorities (one can focus on either metrics or dataset
production process). This step aims at defining the exact scope of the contribution (adapting it
to the student interest and skills).

e Metric selection or design and analysis of their benefits, and potential issues related to their
assessment.

e Implementation and assessment of the whole approach on several data sources (dataset use for
either training or testing) but also different models.

3 Proposed approach

The work will start with a survey from existing related works that either criticize or propose improve-
ments to IDSs evaluation procedure. The scope would cover contamination effect [DVV™'22], robust-
ness [PPJT19, HWZ"21], mislabelling [LGH" 22, LEL*22], class imbalance and other issues [SLGP23].
Such issues induce training and assessing ML-based IDS on badly designed test sets, making them per-
form misleadingly well, while they are particularly weak and easy to evade in practice.

The second step will consist in identifying the modular building blocks of a pipeline that help to
prepare a test set dedicated to test particular objectives with respect to IDS performances. Some of
these components may simply enforce validity constraints on the sample used in a test set. Anyway,
a taxonomy and implementations are expected to be able then to drive an experiment just from
configuration files [ABJ*22].

The framework could be assessed against different scenarios. First, test-sets may be designed to
determine likelihood of failed classification (attack / normal traffic). One of the difficulty is that,
to our knowledge, no clear strategy exists to assess the quality of a test set independently of the
training procedure. Guidelines exist about how to generate some test set together with a train set
to capture a model’s performance with respect to scenarios from the state of the art, as done in
FREIDA [ABJT22]. The project could then propose an approach to be as independent as possible
from the training procedure during the evaluation of a test set.
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