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1 Context

A Network Intrusion Detection System (NIDS) acts as a watchdog over network traffic: it moni-
tors flows, looks for suspicious activity, and raises alerts. Traditionally, this has been done with
signature/rule-based methods (e.g., matching known attack patterns). Signatures are effective for
known threats but struggle with fast-evolving or previously unseen attacks and can be fragile in
complex environments. An alternative is ML-based NIDS, which casts detection as a learning prob-
lem: supervised classification (benign vs. attack) and/or anomaly detection for out-of-distribution
behaviors.

The central challenge is generalization: ML-based NIDS models can score well on a benchmark
dataset yet fail after deployment when classes are narrow or biased. Such failures often stem from
deployment shifts (e.g., new subnets, altered traffic mix, protocol/version updates) not reflected
in the benchmark. The key idea is that richer intra-class diversity—the variety of behaviors
within a benign or attack class—supports more robust decision boundaries, whereas low diversity
and lab artifacts inflate scores but do not transfer to real traffic [1, 2]. In such cases, tweaking
architectures or hyperparameters rarely fixes the problem: what matters is what the data actually
covers and how the learner behaves during training. We therefore need to characterize both the
data and the learning process. In the broader ML literature (vision, NLP), this is done with
diversity metrics (entropy, Vendi Score) [3], classification—complexity measures [4], and training-
dynamics data maps that organize examples into easy/ambiguous/hard regions [5]. Adapting these
characterization tools to the NIDS context is still an open research perspective.

Building on these observations, the project adopts a data-centric approach for ML-NIDS: we will
develop NIDS-adapted measures of intra-class diversity, relate them to task complexity and training
dynamics, and quantify how these characteristics are connected to generalization using neural
models on standard NIDS benchmarks. The expected outcome is a small, reproducible workbench
(training pipeline, assessment, numerical analysis) and a compact dashboard of metrics/plots that
make “when and why” a model generalizes more transparent.

Goal. Develop NIDS-adapted intra-class diversity metrics and relate them to classification
complexity (including training dynamics) to explain and improve ML-NIDS generalization in prac-
tice.

2 Activities

2.1 State of the Art

e Study, compare, and adapt data-centric characterization methods in ML (intra-class diversity,
classification complexity, training-dynamics maps) to NIDS data.

e Analyze the ML-based NIDS landscape (datasets, features, architectures, evaluation prac-
tices) and pinpoint gaps related to intra-class diversity and generalization.



2.2 Research Proposition

e Define and validate intra-class diversity metrics tailored to NIDS, with clear properties (in-
terpretability, comparability, reliability).

e Model links between diversity, task complexity, and training dynamics; formulate testable
hypotheses on their predictive power for performance and generalization.

2.3 Experimentation

e Build a reproducible pipeline (data preparation, neural training, metric computation, analysis
dashboard) implementing the proposed characterization.

e Evaluate on NIDS benchmark datasets [6] and state-of-the-art ML-based NIDS; quantify
links between these characteristics and performance/generalization (F1, TPR/FPR, AUC),
with robustness checks across splits, feature groups, and similarity choices.
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